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Objections to Video 

• Authenticity: teachers can pick their very best lesson, 
so administrators won’t see what a teacher’s typical 
lesson is actually like 

• Fairness: scores will be unreasonably inflated, and it 
will become difficult to differentiate between teachers 
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Observation Setup 

• Three observations across the year 

– Suggested, but not strict, deadlines 

• Teachers could shoot as much as they wanted,  
but had to chose one video to submit to their 
administrator 

• Gives us a pool of chosen and unchosen videos  
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Introduce idea of chosen/unchosen videos:
Teachers knew they would have to submit a video for observation at 3 different points during the year. We can group videos into observation windows (e.g. from the beginning of the year until the 1st observation, after the 1st until the 2nd) to identify from which pool of videos the teacher chose. Then we can compare the video they chose and submitted to those they shot during the same time frame but id not submit.



Research Questions 

• Did teachers score higher on videos that they chose 
to submit for observation than on videos they shot 
but chose not to submit? 

• Are scores on chosen videos indicative of scores on 
unchosen videos? 

• Do teachers think that their chosen lessons are of 
different quality than their typical ones? 

• Do administrators believe that teachers are 
submitting different quality lessons? 
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Prior Research 

Measures of Effective Teaching (MET) study in 
Hillsborough, Florida (Ho & Kane, 2013) 
– Not for stakes; videos were shown to a teacher’s own 

administrator, but were not used for official evaluation 

– Find chosen/unchosen difference of 0.19 s.d.  
(0.072 on the 4 point scale used) 

– Find disattenuated correlation of ~1 (taking into account that 
observations have measurement error) 

– Find that chosen videos have both a higher reliability and wider 
distribution of teacher effects 
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Mostly the idea was to retest the findings in a broader context, and see if the fact that the videos were now for actual official observation scores made a difference
Disattenuation = raw corr across raters divided by reliability (teacher variance %) – see appendix



Our Research Methods 

Sent chosen and unchosen videos  
to 3rd party raters 
– 197 videos, 900 ratings, 15 raters, and 60 teachers (30 

elementary, 15 each MS math and ELA) 
– Raters and teachers fully crossed within grade span 
– Chosen and unchosen videos paired temporally 
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Our Research Methods 

• All ratings were done using the CLASS rubric 

• Evaluated on 4 domains (Emotional Support, 
Classroom Organization, Instructional Support, and 
Student Engagement) 

• Raters certified prior to project and required to 
calibrate on 4 separate occasions during the project 



Our Research Methods 

Surveys:  
– Given to both teachers and administrators in October and June 
– Ask questions about authenticity and trust in the system 



Findings 

• Mean scores of chosen videos are higher by about a 
quarter of a standard deviation (0.17 points on the 7 
point CLASS scale) 

 
• But scores on chosen and unchosen videos are 

highly correlated (~0.75) after accounting for 
measurement error 
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Findings 
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Dashed line = 45 degree line (equal score on both): a few below, but more above, and higher above.



Findings 

• Unlike MET, we find that unchosen videos had higher 
reliability, at 49% compared to 41% for chosen videos 

• Unchosen videos also have higher teacher-level 
variance, by 39%. 
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Findings 

Large differences by grade span 

– Much higher reliability in elementary 
• Generally MS has a much higher portion of lesson variance, 

but lower overall teacher + lesson variance 

– Elementary has much stronger chosen-unchosen 
correlation (elementary at ~1, MS at ~0.3) 



Teacher Survey Findings 

Question Control 
Mean 

Treatment 
Difference 

How confident are you that your classroom observation 
rating this year will be an accurate assessment of your 
teaching? 

0.537 0.058 
(0.060) 

Thinking about the lessons that were used during your 
classroom observations this year, how much better or 
worse was the quality of your instruction when compared 
with a typical day? 

0.093 0.049 
(0.035) 

Overall, how fair was the classroom observation process 
this year? 0.583 0.121*** 

(0.046) 

Note: Standard errors are reported in parenthesis, and allow for clustering within school. *, **, *** indicate significance at the 90%, 95%, 
and 99% level, respectively. Results are reported in terms of the fraction of teachers selecting the top two responses on the Likert scales 
used (e.g. “Moderately fair” or “Extremely fair” for the last question) 
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Mention transformation of likert scale into binary (1= top 2 of 5)
Treatment teachers found the observation process to be fairer than the control group did
No perceived difference in quality differential between observations and typical lessons
Differences largely unchanged if we control for baseline “Confidence in the state evaluation system” – those that are insig stay insig, and the significant difference stays significant (although crosses the border from 1% to 5%, since it was just a hair under 1%)




Administrator Survey Findings 

Note: Standard errors are reported in parenthesis, and allow for clustering within school. *, **, *** indicate significance at the 90%, 95%, 
and 99% level, respectively. Results are reported in terms of the fraction of admins selecting the top two responses on the Likert scales 
used (e.g. “Moderately better than usual” or “Much better than usual” for the last question). 

Question Control 
Mean 

Treatment 
Difference 

Thinking about the teachers who were part of the study this 
year, how confident are you that your classroom observation 
provided an accurate rating of their teaching? 

0.761 -0.053 
(0.089) 

Thinking about the teachers who were part of the study this 
year, how much better or worse was their teaching during 
the lessons used for their classroom observations than when 
they were not being observed? 

0.304 -0.073 
(0.093) 
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Synthesis 

• Fairness: Teachers perceive the process as more 
fair, and ranking of teachers is largely preserved 

• Authenticity: teachers and administrators do not 
report a difference in authenticity, but they do 
receive higher scores 



Future Directions 

• Evaluating all lessons, not just the subset the 
teacher recorded 
– Even shot-but-not-submitted videos may not be indicative 

of typical lessons 

• Extending study to novice and junior teachers 

• Identifying what, if any, teacher characteristics 
predict quality differential of chosen videos 
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Maybe some teachers only shoot if they think the lesson will be good, so even unchosen lessons are potentially better than average
Do more experienced teachers have a better sense of what observers are looking for? Or are they tenured so less worried about score and more about getting good feedback?
Are novices eager to get feedback, so submit lower scoring lessons? Or do they strive to impress their principals?



Appendix –  
Disattenuated Correlation Formula 

• Scorechosen,i,r is the score of a chosen video from 
teacher i by rater r  

• Scoreunchosen,i,r’ is the score of an unchosen video 
from teacher i by a different rater r’  

• relchosen and relunchosen are the reliability of chosen 
and unchosen videos 
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Per Ho & Kane 2013 MET study.
Geometric mean of reliabilities
Reliability = teacher share of variance (%, not raw)



Appendix –  
Variance Components 

Study 
Percent of Variance 

Teacher Section Lesson Rater Rater by 
Teacher Residual 

Kane & Staiger (2012) 37 4 10 6 43 

Ho & Kane (2013) 39 7 13 17 23 

Administrators 45 5 10 15 24 

Peers 27 11 17 21 22 

Best Foot Forward 37 21 10 7 25 

Elementary 49 15 8 6 12 

Middle School 19 30 14 8 30 
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